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ABSTRACT

The solution of the economic load dispatch problem using Hopfield modeling is
presented. It has been intended to include the power limits constraints of the
generating units into the energy function in addition to the total fuel cost,
transmission losses and the power balance constraint. The weighting factors of
the energy function are approprately selected, while the weighting factor
associated with the transmission losses may be adjusted and the generated power
of each unit in addition to the transmission losses may be updated during the
computation process. The proposed method is applied on a power system. The
obtained results are compared with the results which are obtained by application
of some conventional methods on the power system such as LaGrange method,
second order gradient method and participation factors method. Asa recent
method, the artificial neural network is also designated to solve the economic
dispatch problem. The acceptable agreement between the obtained results
reveals the validity and verifies the feasibility of the proposed method. The
solution could be obtained without violation of the power limits, consequently,
without compulsion of the generating units to dispatch the load on these limits.
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1. INTRODUCTION

With the development of integrated power systems and the interconnection of
operating companies for purposes of economy interchange, itis necessary to
consider not only the incremental fuel costs but also the incremental
transmission losses for optimal economic operation. Much effort has been
expand in the pastto solve the economic load dispatch of power systems [1, 2,
and 3]. '

The objective function of a power system, which is connected to an equivalent
load bus through a transmission network, is to minimize the total fuel cost (KT).

N
KT=% K(P) (D

1=

Where K; (P) is the cost equation of each unit, it can be given in terms of the
characteristic constants a;, b; and ¢; of each unit.

Ki(P) =8 + b Pi+ ¢ P (2)

The power balance constraint states that, the sum of the generated power of each
unit (P;) must equal to the received load (PR) plus the transmission losses (PL).
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The power limits constraint defines that, the power output of each unit must be
less than or equal to the maximum power permitted (PX;) and must be greater
than or equal to the minimum power permitted on that unit (PN;).

PN; <P; =< P ) ci/i}

The inequality constraints can be transformed to equality constraints by the
following equation.

(PX; —P) (P, - PN) + ;=0 &)

Where 1; is a control variable for the generating unit i, its value changes during
the optimization process and from time interval (IT) to other one. It equals zero
when P; equals PX; or PN; and it has a negative value for the values of P, which
are between the two power limits.

According to LaGrange method [1], get starting values for the generated power
of each unit and pick a starting value of the incremental cost of received power
A, then calculate PL from the transmission loss formula. The economic load
dispatch problem has to be solved repeatedly until the following power balance
constraint would be satisfied.

N
PR+PL-Y P; <€ (6)
i=1

Where € is the total demand tolerance, which is taken as 10°° (also for all other
applied methods).

Gradient search techniques always start off with a feasible solution, in which all
constraints are satisfied, and search for the optimum solution until no significant
gain in the objective function is obtained [1, 2]. By using the participation
factors method, consistent answers and a straight forward solution can be
obtained repeatedly by moving the generators from one economically optimum
schedule to another as the load changes by a reasonably small amounts [1].
When the obtained solution by one of these conventional methods gives for a
certain  generating. unit a value of the generated power, which violates the



corresponding power limits, the solution may be modified with compulsion this
unit to operate on that violated power limit.

Recently, the economic load dispatch problem has been solved by using
artificial neural networks [4, 5] and by using Hopfield modeling [6, 7, 8, 13].
The mathematical model for the proposed method to solve the problem based on
Hopfield modeling is presented. Itis intended to extend the energy function of
Hopfield modeling to contain the inequality constraints of the power limits after
their transformation to equality constraints to avoid the necessity to observe the
power limits during the course of the computation. Also, to avoid the
compulsion of the generating units to operate without violation of these limits.
Comparisons are carried out between the results, which are obtamed by the all
applied methods.

2. Mathematical modeling of the propeosed method

The energy function (EF) of the Hopfield model, which may be converged
during the computation process [7, 8, 13], can be defined by

EF=-05F 5 Z;vy- 3 Oiy; M
i i

Where y;, y; are the outputs of neuron 1 and neuron j, respectively, Z; is the
mutual conductance between neuron i and neuron J, and O; 1s the extemal input
to neuron 1. The relation between the inputand the output for each neuron is
given by the following dynamic characteristic

L=%Zy+ O @
J

Where [; is the input to the neuron i, 1; is the rate of change of I; with respect to
the time.

To apply the Hopfield model on the economic load dispatch problem, the energy
function (EF) is extended to include the objective function, Eqs. (1) and (2),
power balance constraint, Eq. (3), and the transmission losses (PL) in addition to
the equality constraints of power limits of each unit, Eq. (5).

EF =05 [PR+PL-5 PP +05B%(a+b P+ P+ 05¢yPL

+0.58 % [(PX;— Py (P;— PN + n] ®)
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Where a, {3, y and & are weighting factors. The transmission losses (PL) and the
penalty factor (PF;) of each umt are given, respectively, by

N N

PL=% ) PiByP (10)
=1 =1

PR,=1/(1-8PLBP)=1/(1-LL) an

Where Bj; are the coefficient of the transnussion losses formula, LI is the
incremental loss of unit i at an initial generation Pj'.

L' =8PL/3P/ =2 ByP; (12)

When the generated power of unit i changes from P; to P;, the transmission
losses will be changed from PL' to PL.

PL=PL'+ APL=PL'+ L, LL" (P;-P) (13)
Substituting Eq. (13) into Eq. (9), the energy function (EF) becomes
EF=[05a(PR+PLY +05B5ia+ 0.5y(PL' - L LI P))-0.58%; PX; PN,
+058Zim]-% [a(PR+PL)- 0.5Bb;-05y LI - 3 AP P;
+%05(a+Pe-8) P+ ¥;05abP, (14)
Where AP; is the average generation of uniti = 0.5 (PX; + PN;)

The first term of Eq. (14) is constant. Comparing Eqs. (7) and (14) yields

Za=- a-Pe+d (15)
Zi=- 0 (16)
O;=0(PR+PL)- 05Pb;i- 05y LIy - & AP, (17)

Substituting Eqs. (15)-(17) into Eq. (8) gives

i = &Y—Q.SB(}}§+QC{P;)- GS"{LL’ *'Epi*— SAR <}i§)

Where,
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Y = PR+PL' - 3P, (19)

The generated power of each unit P; is a function of the input to neuron 1, £(I;),
[6.7, 8, 13],

(X~ 1)
Pi=f(I) = - —— (PX;— PN, + PX; (20)
(IX; - INp

Where IX;, IN; are the maximum and minimum limit of [, respectively. Then,
(PX; - PNj)

Pj= — [ =k I} 21)
(IX;i— IN)

Where k is a function of maximum and minimum limits of both generated power
of unit iand input to neuron i. Substituting Bq. (18) into Eq. (21) and solving in
the optimal generation P; of unit i yields

aVY - Mi

R (22)
Be-8

Where,

Mi::@j@%?i'f’ YE? B§p£+5APg (23)

From Eqs.(19), (22) and (23), Y will be given by

PR+PL'+ %™ [Mi/( B &~ 8)]
¥ = (24)
1+ 5N [0 /(B c—8)]

 The incremental fuel cost of unit i is given by
dFi/dpgzb;‘i‘ZC;Pi (25)

From Eqs.(21) and (18), the incremental fuel cost can be obtained in terms of the
weighting factors o,  and y

Pi=K[aY-05pbi+2¢P)- 0.57LE] =0 (26)
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Then,
dF/dPi=2[xY - 058LL ) /P (27)

The multiplication of the equal incremental cost and the penalty factor of each
unit may be satisfied and the equal constant value ().

PF,(dF/dP;)=20Y/B= A (28)

Then, the weighting factor of the transmission losses ¥ may be equal twice the
multiplication of « and Y as in the following equation.

b =2xyY (29)
The procedure of the calculations of the proposed method is illustrated in the
flow chart given in Fig. 1.

3. TEST EXAMPLE AND RESULTS

The power system data is given in Table 1. and the transmission loss coefficients

of the power system are given in the following matrix, each value may be
multiplied by 107,

0.05220 | 0.00864 | -0.00406 | 0.00623 | -0.00595
0.00864 | 0.06770 0.00902 | -0.00741 0.00613
-0.00406 | 0.00902 0.03830 0.00825 0.00289.
0.00623 | -0.00741 | 0.00825 0.02955 | --0.00396
-0.00595 | 0.00613 0.00289 | -0.00396 | 0.04632

The data of the daily load curve is given in Table 2, the received power is in Mw
and the length of each time interval equals one hour.

When the transmission losses (PL) are not considered in the economic dispatch,
the proposed method is applied, first, without inclusion of the power limits
constraint of each unit in the energy function. Second, when the energy function
is extended to include these constrains. The weights of the energy function are
optional selected by & = 800000, p=0.20 and § = 0.02 during the optimization
period. Table 3 shows the obtained total fuel cost by solving the economic load
dispatch problem using the proposed method, LaGrange method, participation

* factors method and the second-order gradient method. The percentage excess in

fuel cost obtained by each method referred to the obtained fuel cost of LaGrange
method.
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When the transmission losses have been considered, the total fuel cost and the
transmission-loss energy obtained by the proposed method and LaGrange
method are given in Table 4. The percentage ratio (TTER) between the energy
loss and the energy required to cover the received load in the optimization
period are also tabulated in Table 4 for both mentioned methods.

Two artificial neural networks (ANN1 & ANN2) are designated by using the
back propagation learning algorithm, [11, 12], as an recent method to solve the
economic load dispatch problem. Both networks are trained out from the input
and output patterns, which are obtained by solving the economic dispatch
problem by LaGrange method.

ANNT 1s designated for the condition of neglecting the transmission losses and
consists of three layers, the first is the input layer which contains 2 neurons. The
input to first neuron is the received load and the input to the second neuron is the
difference between 'the received load and the average of the received loads
during the optimization period. The intermediate layer is the hidden layer and
consists of 4 neurons to connect the input layer and the output layer, which is the
third layer that consists of 6 neurons. The outputs for the first five neurons
represent the generated power of each unit, while the output of sixth neuron
represents the fuel cost of the generating units to cover the received load in each
time interval.

When the transmission losses are considered in the calculations, ANN2 is
designated, in which the input layer consists of 3 neurons. The inputs to these
neurons represent the received load, the difference between the sum of the upper
limits of all units and the received load and the difference between the received
load and the sum of the lower limits of the generated power of all units,
respectively. It is suggested to take these two differences as input data to the
network to increase the number of inputs to avoid the saturation caused by the
sigmoidal function and to obtain accurate output patterns, particularly with the
large number of outputs. The hidden layer consists of five neurons, while the
output layer consists of seven neurons (output power for five generating units,
the transmission losses and the fuel cost corresponding to each time interval.
The input and output patterns may be initialized between 0 and 1 and the
connection weights besides the biases may be assumed before the training
process of the network [9, 10, 11,12].

The two networks test four patterns for the output data. The results are compared
in Tables 5 and 6 with the corresponding data obtained by solving the problem
using LaGrange method and the proposed method. Also, the values of learnin g
rate and the momentum constant of each network are given in each table. These
values may be carefully selected to obtain best results.
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4. CONCLUSIONS 2

A proposed method to solve the economic load dispatch problem is presented.
The method is based on the Hopfield modeling. The mathematical model has
been built with and without extension of the energy function to include the
constraint of power limits in addition to the objective function, power balance
and the transmission losses. The results obtained by application of the proposed
method on a power system have a great agreement with the results obtained by
application of some conventional methods as LaGrange method, participation
factors method and the second-order gradient method.

The comparison verifies validity and feasibility of the proposed method. Full
agreement is existed between the results obtained by the proposed method,
especially, with that obtained by LaGrange method, when the energy function
contains, only, the objective function, power balance constraint and the
transmission losses.

When the energy function is extended in the proposed method to contain the
power limits constraints of the generating units, agreeable results for the fuel
cost and the ratio of transmission energy loss to the energy required to cover the
received load over the optimization period would be noticed.

Artificial neural networks are designated, as recent method, to solve the
economic load dispatch problem. These networks comparing with the results
obtained by LaGrange method and the proposed method obtain acceptable
output data.  Using of the neural networks gives wide range of solutions and is
valid for the on-line operation.
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Output data for the time interval IT
The optimal generated power P;,  Fuel cost of each unit K@)
Total fuel cost in the time interval IT, [ ¥ ; Ki(P))]
Control variables 1. The transmission losses PL

Yes IT<T

Output data:
E Total fuel cost in the optimization time period

Fig.1 Flow chart of the calculation procedure of the proposed method.
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Table 1. Unit fuel cost constants and power limits of each gene

Unit a; b; Ci PX; PN;
No.
1 640. 6.50 0.00180 650.0 90.0
2 500. 7.00 0.00220 600.0 100.
3 296. 7.84 0.00265 5000 80.0
4 180. 8.20 0.00308 350.0 500
5 110. 8.90 0.00340 200.0 30.0

Table 2. Received load (PR) in each time interval (IT).

IT 1 2 3 4 5. 6 7 8 9 10 11 12

PR | 1500 1240 980 750 570 360 600 830 1025 1150 1300 1490

IT| 13 14 15 16 17 18 19 20 21 22 23

PR | 1620 1400 1250 1000 1280 1450 1680 1900 2150 2300 2010 1800

Table 3. Total fuel cost and the % excess in fuel cost obtained by the used
methods when PL aren’t considered in the economic dispatch.

Used methods in the economic
dispatch Total fuel cost | % Excess in fuel
£) cost
Without
inclusion |
of 295033.08 0.000745
The power limits
proposed constraints
method With
inclusion
of 299991.08 1.680565
power limits
constraints
LaGrange method 295032.86
Participation factors method 289281.84 1.949280
Second-order gradient method 297877.39 0.964140
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~Table 4. Total fuel cost, the % excess in fuel cost and % (TTER) obtained by the

used methods when PL are considered in the economic dispatch.

Used methods Total % Energy %
in fuel cost Excess Loss
the economic in TTER
dispatch £) fuel cost | (Mwh)
Without
inclusion
of 302446.44 0.075 848.424 | 2.68
_ power limits
The constraints
proposed
Method
With
inclusion
of 305440.12 1.047 674211 | 2.13
power liniits
constraints
LaGrange method 302275.30 - 825.542 | 2.61
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Table 5. Comparison of the test-patterns output data of the artificial neural
networks with the obtained output data by LaGrange method and by
the proposed method when the transimission losses aren’t considered.

Without consideration of transmission losses
ANNI1 Proposed method
PR | P; | leamning rate | LaGrange

Mw =04 method Without With

inclusion inclusion
momentum of of

constant power power

=06 limits limits
P, 607.750 601.082 601.082 347316
P, 364.800 378.158 378.158 330.843
P; 147.000 155.452 155.452 275.050
1240 | Py 82.250 75.308 75.308 185.270
Ps 26.000 30.000 30.000 101.520
K | 10874.790 11432910 11432.930 11677.780
P, 580.450 571.880 571.880 329470
P, 328.800 354.260 354270 312.920
P 132.500 135.620 135.620 257.050
1150 | Py 72.450 58.240 58.240 167.190
Ps 22.600 30.000 30.000 83.370
K |10145.514 10657.890 10657.900 10881.860
P 635.700 650.000 650.000 379.046
P, 433.800 421.814 421.814 362.703
Ps 180.000 191.690 191.700 307.060
1400 | P, 105.000 106.490 106.490 217.420
Ps 35.200 30.000 30.000 133.770
K 112419.138 12834.120 12834.120 13113,810
P 650.000 650.000 650.000 561.990
B, 597.000 600.000 600.000 546.400
P; 435.500 422.120 422.124 491.610
2150 | Py 305.550 304.750 304.750 350.000
Ps 159.000 173.130 173.126 200.000
K ]20097.984 19912.870 19912.880 20087.020




Table 6. Comparison of the test-patterns ontput data of the artificial neural
networks with the obtained output data by LaGrange method and by
the proposed method when the transmission losses are considered.

With consideration of transmission losses
ANN2
Proposed method
Learning rate ,

PR P; =04 Without With

Mw LaGrange Inclusion inclusion
momentum Method of of

constant power power

=0.6 limits limits
P, 579.800 558.842 558.522 351.747
P, 318.600 352.897 352.518 335.292
P; 192.000 202.473 203.170 279.523
1240 | Py 119.350 126.374 127.058 189.760
P; 36.200 30.000 30.000 106.020
K 11711.320 11716.420 11722.820 11876.680
PL 30.080 30.595 31.269 22.342
Py 551.850 530.595 530.507 333.372
P, 298.200 330.160 329.978 316.842
P; 172.000 180.113 180.470 260.987
1150 | Py 102.200 106.037 106.492 171.142
Ps 27.800 30.000 30.000 87.341
K 10788.990 10904.800 10909.690 11055.210
PL 26.480 26.914 27 447 19.684
P, 613.600 601.667 650.000 384.509
P, 355.800 386.436 361.364 368.188
Ps 231.000 235.856 229215 312.571
1400 | Py 155.050 157.200 150.705 222.955
P; 57.200 55.473 51.620 139.325
K 13362.910 13187.880 13238.820 13363.760
PL 37.140 36.642 42.904 27.546
Py 649.350 650.000 650.000 591.125
P, 510.600 589.131 591.711 575.650
P; 415.500 432.224 430.560 500.000
2150 | Py 311.850 347.629 345.348 350.000
Ps 181.800 200.000 200.000 200.000
K 19390.170  20621.450 20605.790 20701.640
PL 65.820 68.994 67.619 66.774

637




Sci. Bull. Fac. Eng. Ain Shams Univ. ISSN 1110-1385

osddn Oy ¢ & =al o
. ML.. “]a
Xoet srauad Y cha®y YN aval

2lmlygg elynes 8di12a Bunia 0GIL e3all



